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Snowmass 2013
• Ran MadGraph5 + Pythia6 + Delphes3 opportunistically on the 

OSG to produce large-statistic SM background MC samples for 
future pp colliders 
 

 
• Documentation: 

• MC Simulation: https://arxiv.org/abs/1308.1636 
• “Snowmass” detector: https://arxiv.org/abs/1309.1057 
• OSG production: https://arxiv.org/abs/1308.0843
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• “Snowmass detector” implemented in Delphes 
• The best of both ATLAS and CMS 

• Performance taken from public documents, reflecting expected future 
upgrades 

• Main simulation parameters (generally specified as pT- and 𝜂-dependent functions): 

• Tracking efficiency (charged hadrons, e, μ) 
• Momentum resolution (charged hadrons, e, μ) 
• Calorimeter resolution (EM, hadronic clusters) 

• Reconstruction/tagging efficiency (e, μ, 𝛾, b-jet, 𝜏h) 

• Isolation determined by simulation 
• PU suppression: charged hadron subtraction and area-based correction 
• Developed new functionality (output slimming, jet grooming/substructure, t/V/H-tagging)

Snowmass 2013
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Snowmass 2021

• Landscape has evolved 
• Simulation frameworks consist of varying levels of sophistication 

• Wide variety of studies planned for Snowmass 
• Requiring varying levels of simulation accuracy (full sim, fast sim, truth) 

• EF MC Task Force formed to: 
• Survey existing frameworks and MC samples 
• Assess the needs for additional MC samples/production 
• Develop recommendations/plan for additional MC production 

• To be implemented by EF MC Production team
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• Background, charge, etc 
• wiki 
• Membership:

https://docs.google.com/document/d/1MdKP37RQtGUBjzU4UjNLkDnq0lvcNduVad8jTqBEL1w/edit?usp=sharing
https://snowmass21.org/montecarlo/energy
https://docs.google.com/document/d/1MdKP37RQtGUBjzU4UjNLkDnq0lvcNduVad8jTqBEL1w/edit?usp=sharing
https://snowmass21.org/montecarlo/energy


MC/Simulation Info
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Available here: 
https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing

Full Simulation Delphes

https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing
https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing


MC/Simulation Info
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Available here: 
https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing

MC Access

https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing
https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing


MC/Simulation Info
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Available here: 
https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing

Documentation & Contacts

https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing
https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing


General Plan (WIP)
• Full simulation 

• Facilitate access to existing samples, hosted by various collider 
efforts 

• Facilitate or negotiate production of any additional samples 
required 

• Fast simulation 
• Generate samples with Delphes (on demand)
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Community Survey
• Still open, please provide your 

input! 

• If your plans evolve/crystalize 
later, responses are editable
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https://forms.gle/RMxeXXKcjvPbHicTA
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MC/Simulation Tutorials
• Hands on
• Led by experts from within the 

collaborations 
• Covering: 

• Available MC samples 
• Structure of the MC 
• Signal MC generation 
• Analysis examples 
• … 

• Please register and attend! 
• Recordings made available ASAP 
• Please let me know if there are any 

additional topics you would like to have 
covered
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links available from wiki

https://snowmass21.org/montecarlo/energy
https://snowmass21.org/montecarlo/energy


Computing Resources
• OSG has kindly offered to support Snowmass community 

and supply computing resources for those in need 
• Interactive login node + batch (opportunistic) job 

submission + storage 
• Request an account: https://connect.snowmass21.io/ 
• Documentation: https://maniaclab.uchicago.edu/

snowmass-connect-docs/ 
• Support, announcements, etc: https://

snowmass2021.slack.com/archives/C019UAV3YQL

12John Stupak - University of Oklahoma9/21/20

https://connect.snowmass21.io/
https://maniaclab.uchicago.edu/snowmass-connect-docs/
https://maniaclab.uchicago.edu/snowmass-connect-docs/
https://maniaclab.uchicago.edu/snowmass-connect-docs/
https://snowmass2021.slack.com/archives/C019UAV3YQL
https://snowmass2021.slack.com/archives/C019UAV3YQL
https://connect.snowmass21.io/
https://maniaclab.uchicago.edu/snowmass-connect-docs/
https://maniaclab.uchicago.edu/snowmass-connect-docs/
https://maniaclab.uchicago.edu/snowmass-connect-docs/
https://snowmass2021.slack.com/archives/C019UAV3YQL
https://snowmass2021.slack.com/archives/C019UAV3YQL


Conclusion
• MC TF is here to help you conduct your 

Snowmass studies 
• Please let the us/me know if there is anything 

you need, which is not already available 
• Information/instruction 
• MC samples 
• Computing 
• …
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Backup
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MC Simulation
• Wide variety of studies anticipated within EF 

• Different types of MC needed for different 
purposes
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accuracy

speed

full sim

Delphes/SGV

gen-level

detector R&D/design 
unconventional signatures 

most-critical studies, i.e. Higgs couplings

studies requiring huge statistics 
comprehensive surveys of machines
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Charge of the EF MC Task Force (I) 

1. Assess the MC needs for studies by each Energy Frontier Topical Group. 
a. This should include the processes, the MC generators, the accelerator 

configurations (c.o.m, integrated  luminosity, pileup scenarios, if any), 
detector configurations, and number of events for each process type.

2. Survey  existing frameworks for MC generation and analysis for  future 
circular colliders (FCC-ee, FCC-hh, CepC, CppC, LHeC, EIC...etc...). 
a. Are the existing samples and framework sufficient for our  studies?
b. Need to request permission to use the existing samples?

3. Check/confirm that ILC, CLIC, Muon collider studies will use their 
frameworks, and no MC generation by EF group needs to be planned.

4. Finalize the plans and submit the recommendations by the end of June 2020 
to the EF conveners. 

5. The plan and recommendations will be presented to the EF community and 
discussed during the July 2020 EF Workshop.

6. The OSG has  kindly agreed to support the MC generation for EF, and will provide 
both compute resources and storage on the OSG Data Federation.

8

[Narain]

Community 
Survey

Collaboration 
Survey

Work In 
Progress

collaboration and community surveys distributed on May 31

https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit?usp=sharing
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit?usp=sharing
https://docs.google.com/forms/d/1f2jZHGcy7EabAUYCqXg80RfSWKfhC7qcBjepWSMz8xI/edit?usp=sharing
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https://docs.google.com/forms/d/1f2jZHGcy7EabAUYCqXg80RfSWKfhC7qcBjepWSMz8xI/edit#responses
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit#responses
https://docs.google.com/forms/d/1f2jZHGcy7EabAUYCqXg80RfSWKfhC7qcBjepWSMz8xI/edit#responses
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit#responses
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit?usp=sharing
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit?usp=sharing
https://docs.google.com/forms/d/1f2jZHGcy7EabAUYCqXg80RfSWKfhC7qcBjepWSMz8xI/edit?usp=sharing
https://docs.google.com/forms/d/1f2jZHGcy7EabAUYCqXg80RfSWKfhC7qcBjepWSMz8xI/edit?usp=sharing
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Charge of the EF MC Task Force (II) 

7. Develop a plan, in the event the EF group has to mount a production of a 
large set of samples for Standard Model backgrounds. The plan should 
address the following questions:
a. Shall we adopt a “common framework” both for generation & analysis of 

the various samples, if so, which one(s)?
b. Which samples are needed to be produced as a central production?

i. Include detailed information about the samples (as listed in 1.a 
above).

ii. Should signal samples be produced by the proponents and only 
large SM background samples be produced centrally?

c. What scale of CPU resources are needed  for sample generation?
d. What projected size of storage is required for production and long term

storage of the samples?
e. Recommendation on the formation and activities of the “EF Monte Carlo 

Production team”.
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Work In 
Progress

Work In 
Progress

collaboration and community surveys distributed on May 31

https://docs.google.com/forms/d/1f2jZHGcy7EabAUYCqXg80RfSWKfhC7qcBjepWSMz8xI/edit#responses
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit#responses
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit?usp=sharing
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit?usp=sharing
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit?usp=sharing
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit?usp=sharing
https://docs.google.com/forms/d/1f2jZHGcy7EabAUYCqXg80RfSWKfhC7qcBjepWSMz8xI/edit#responses
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Grossly Oversimplified Results
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Full Sim Delphes Extensive Bkgd 
MC

Publicly 
Available

Take Requests 

ILC ✅ ⚠
Not yet, but SGV

✅
⚠

”guest” membership 
available

⚠

CLIC ✅ ✅ ✅ 🚫
ILC VO

⚠

CEPC ✅ ✅ ⚠ ⚠
IHEP account required

✅

FCC-ee ✅ ✅ 🚫 🚫
Possibly in the future

✅

FCC-hh ✅ ✅ ✅ ✅  
CERN account required

✅

FCC-eh/LHeC ✅ ✅ ⚠
⚠

”Light” membership 
available

✅

Muon Collider ✅ 🚫 🚫
⚠

INFN Padova account 
required

✅



Snowmass 2013



Snowmass 2013
• Signal MC production isn’t resource intensive 

• Provided analysts with recipe for production from LHE, 
as well as analysis pointers 

• Studies for ILC, CLIC, etc. used their own frameworks/
samples 

• Common data format for all future pp machines facilitated 
easy analysis/comparison 
• Tune a few cuts and turn the crank 

• These samples were useful well beyond Snowmass itself 
• I am still occasionally asked if they are accessible
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https://twiki.cern.ch/twiki/bin/view/CMSPublic/NPSnowmass2013SamplesInstructions#Delphes_3_Production_Recipe
https://twiki.cern.ch/twiki/bin/view/CMSPublic/NPSnowmass2013SamplesInstructions#Delphes_3_Production_Recipe


Challenge
• σttbar @ 14 TeV = 1 nb 

• For Leff = 10 * 3/ab: N = 3E10 
• 1 kB/event → 30 TB 
• 1 minute/event → 50k CPU·years 

• Generated weighted events to reduce statistics 
required by ~2000x 

• Used parameterized detector simulation to reduce  
CPU consumption to manageable level 

• Utilized opportunistic OSG resources
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particle containers

Event Generation
• With many background processes and E/PU 

combinations, adopted “container” scheme to 
simplify organization/book-keeping 

• Combined processes with similar cross 
sections in single MC sample 

• On-shell internal propagators excluded → 
fully orthogonal 

• On-shell heavy resonances treated as stable 
(decayed later w/ BRIDGE) 

• Up to 4 final state partons 

• Each sample was binned in ST*: scalar pT sum of all 
final state partons 

• One decade of cross section per bin (up to 7)
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MC samples



Pythia
• Five-flavor MLM matching in the shower-kt 

scheme
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Event Weight
• Generator-level events produced 

at LO 
• NLO k-factor calculated from 

ratio of MCFM and MadGraph 
(inclusive) cross sections 

• Used BRIDGE to decay heavy 
resonances democratically 
• Enhances statistics for rare 

decay modes  
• σLO * k-factor * wBR stored as 

event weight
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CPU consumption [hours]

Computing (OSG)
• Utilized opportunistic resources to produce ~0.5 

billion events 
• ~14k jobs/day totaling ~890 CPU·years 
• Peak usage ≈ 100 kCPU·hours/day 

• Job submission via GlideinWMS 
• Software dependencies from CvmFS 

 
 
 
 
 
 

• MadGraph and Pythia/Delphes performed in 2 
separate jobs 

• MadGraph 
• ~10 MB input gridpack (output LHE) 

transferred via HTCondor 
• Responsible for most of the CPU usage 

• Pythia/Delphes 
• 1 GB minimum bias file pre-staged to 

storage nodes at 10 grid sites 
• Outputs (5-20 kB/event) transferred to 

FNAL, BNL, UNL 
• UNL was accessible (web and XRootD) 

without grid certificate (theorists)
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data transfer


